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Introduction
Motivation
q Melanoma is a leading cause of skin cancer related deaths
q Encourage the CNN to attend to the skin lesion region rather than 

irrelevant objects when diagnosing melanoma.
❏Develop a more flexible approach to utilize pixel-level prior information.

Overview
q Learnable attention modules à Higher accuracy, better interpretability
❏ Attention map regularization à Use prior information (if available)
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Conclusion & Future Work4
❏ Proposed an attention-based network for melanoma recognition 

with attention map regularization.
❏ Achieved state-of-the-art and interpretable performance for 

melanoma classification on two public datasets.
❏ Future work would explore visual attention in more general multi-

class skin lesion classification problems.
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Results3

2 Method

Learnable Attention Module

• The shallower layer (pool-3) tends to focus on more general and diffused 
areas, while the deeper layer (pool-4) focus more on the lesion and avoids 
irrelevant objects.

• Regularization makes the learned attention more concentrated.

Network Architecture

Attention Map Regularization

Ablation & Comparison Study

ISIC 2016[2]

ISIC 2017[3]

Attention Map Visualization

Lesion Segmentation

or

Dermoscopic Features

• Use focal-loss[1] as the main classification term.
• Regularize attentions from both pool-3 and pool-4 

layers, yielding two regularization terms.
• When pixel-level annotations are unavailable, set 𝝀𝟏 =
𝝀𝟐 = 𝟎; otherwise set the value empirically 𝝀𝟏 = 𝟎. 𝟎𝟎𝟏,
𝝀𝟐 = 𝟎. 𝟎𝟏.

The three feature vectors 
(green blocks), produced 
by global average pooling, 
are concatenated together 
as the input of the final 
classification layer.

• Use negative Sørensen-Dice-F1 loss to regularize the 
attention map. 𝒂𝒊 represents the 𝒊-th pixel.

• VGG-16: the original VGG architecture
• VGG-16-GAP: replace the dense layers with global average pooling
• Mel-CNN: use intermediate features, but without attention

• Attn-Mel-CNN: proposed model, trained without regularization
• Attn-Mel-CNN-Dermo: proposed model, regularized with dermoscopic features
• Attn-Mel-CNN-Lesion: proposed model, regularized with lesion segmentation

• Attn-Mel-CNN-Bkg (counterexample): proposed model, regularized with background 
(inverse of segmentation)

• Apply attention to intermediate features 
(pool-3 and pool-4).

• Global feature (pool-5) guides the attention.

The attention model 
learns spatial weights 
(attention map 𝑨) for the 
feature map.


